SYLLABUS
SOC 210-001        Summer 2008

COURSE:

SOC 210, Section 1:  Quantitative Sociological Analysis

INSTRUCTOR:

Michelle Lueck
OFFICE:

Clark, B 264
HOURS:
Monday
10:00 – 11:00

Tuesday
10:00 – 11:00

or by appointment
TELEPHONE:
   491–1619
E-MAIL:
    michellelueck@hotmail.com

CLASS TIME:
8:30 – 9:50  Monday - Friday
TEXTBOOK:
Gravetter and Wallnau


Essentials of Statistics for the Behavioral Sciences, 6th Ed.
EXAMS:
1st Exam:
100 points    THURSDAY, May 29, 2008

2nd Exam:
100 points    THURSDAY, June 12, 2008

3rd Exam:
100 points    FRIDAY, June 27, 2008

Final Exam:
150 points    FRIDAY, July 11, 2008

Extra Credit:             Homework:  10 points, as assigned



 Articles:       10 points

Note:  Calculators are permitted at all examinations.  In addition, you may bring 1 page (8.5 by 11) of HAND WRITTEN notes for the first examination, 2 pages for the second, 3 pages for the third, and 4 pages for the final examination.

HOMEWORK:
Homework assignments are due one class period after they are assigned.  Late homework will not be accepted. The average percentage correct of problems on all homework assignments will be used as a percentage of a possible 10 points of extra credit.  Note: complete calculations must be provided on all homework problems, wherever calculations are required.

ARTICLES:
On the Fridays of weeks we do not have tests, you can bring in 1 newspaper/internet/magazine article that uses something we’ve learned in the previous two weeks. You will summarize the article for us and tell what procedure you think the article used. Each article will be worth 2.5 points of extra credit, if you are correct in what procedure is used and it is a procedure from the appropriate chapters.

Friday, May 23: Something from Chapters 1, 2, or 3.


Friday, June 6: Something from Chapters 4, 5, 6, or 7.


Friday, June 20: Something from Chapters 8, 9, 10, or 11.


THURSDAY, July 3: Something from Chapters 12, 13, or 15.

GRADING:
The lowest of the first three examination scores can be dropped from the grading.  If, for any reason, one of the first three examinations is not taken,  

that examination becomes the lowest score.  Grades will be determined in two ways. The final course grade will be based on the method that is best for each individual student.  

Method 1 drops the lowest of the first three examinations.  In this case, a maximum of 350 points is possible in the course:  100 points from each of the two highest midterm examinations and 150 points from the comprehensive final examination.  The 20 points possible on the homework and articles will count as extra credit.  A total of 315 points earns an ‘A’ in the course, 280 points earns a ‘B’ in the course, 245 points earns a ‘C’ in the course, etc.

Method 2 does not drop any examinations.  In this case, a maximum of 450 points is possible in the course:  100 points from each of the three midterm examinations and 150 points from the comprehensive final examination.  The 20 points possible on the homework and articles will count as extra credit.  A total of 405 points earns an ‘A’ in the course, 360 points earns a ‘B’ in the course, 315 points earns a ‘C’ in the course, etc.

DISABILITIES:
If you have any diagnosed or suspected physical or learning disability which may require my awareness and special effort on my part to facilitate your learning the material in this course, please make an appointment to see me as soon as possible.


COURSE OUTLINE



 Chapter 1:  Introduction to Statistics
1.1 Statistics, Science, and Observation

1.2 Populations and Samples

1.3 The Scientific Method and the Design of Research Studies

1.4 Variables and Measurement

1.5 Statistical Notation

 Chapter 2:  Frequency Distributions
2.1 Introduction

2.2 Frequency Distribution Tables

2.3 Frequency Distribution Graphs

2.4 The Shape of a Frequency Distribution

 Chapter 3:  Central Tendency
3.1 Introduction

3.2 The Mean

3.3 The Median

3.4 The Mode

3.5 Selecting a Measure of Central Tendency

3.6 Central Tendency and the Shape of the Distribution

Chapter 4:  Variability

4.1 Introduction

4.2 The Range and the Interquartile Range
4.3 Standard Deviation and Variance for a Population

4.4 Standard Deviation and Variance for a Sample
4.5 More About Variance and Standard Deviation

 

Chapter 5:  Z-Scores: Location of Scores and Standardized Distributions


5.1  Introduction to z-Scores


5.2  Z-Scores and Location in a Distribution

5.3  Using z-Scores to Standardize a Distribution

5.4  Other Standardized Distributions Based on a z-score

5.5  Looking Ahead to Inferential Statistics

 Chapter 6:  Probability
6.1 Introduction to Probability

6.2 Probability and the Normal Distribution

6.3 Probabilities and Proportions for Scores From a Normal Distribution

6.4 Looking Ahead to Inferential Statistics

 Chapter 7:  Probability and Samples: The Distribution of Sample Means

7.1 Samples and Sampling Error

7.2 The Distribution of Sample Means

7.3 Probability and the Distribution of Sample Means

7.4 More about Standard Error

7.5 Looking Ahead to Inferential Statistics

 Chapter 8:  Introduction to Hypothesis Testing

8.1 The Logic of Hypothesis Testing

8.2 Uncertainty and Errors in Hypothesis Testing

8.3 An Example of a Hypothesis Test

8.4 Concerns About Hypothesis Testing: Measuring Effect Size and Power
8.5 Directional (One Tailed) Hypothesis Tests

8.6 The General Elements of Hypothesis Testing: A Review

Chapter 9:  Introduction to the t Statistic
9.1 The t Statistic: An Alternative to z
9.2 Hypothesis Tests with the t Statistic

9.3 Measuring Effect Size For the t Statistic

9.4 Directional Hypotheses and One-Tailed Tests

Chapter 10: The t Test for Two Independent Samples
10.1 Overview

10.2 The t Statistic for an Independent-Measures Research Design

10.3 Hypothesis Tests and Efrfect Size with the Independent-Measures t Statistic

10.4 Directional Tests and Assumptions For the Independent-Measures t Statistic
Chapter 11: The t Test for Two Related Samples

11.1 Overview

11.2 The t Statistic for Related Samples

11.3 Hypothesis Tests and Effect Size for the Repeated-Measures Design

11.4 Uses and Assumptions for Related-Samples t Tests

 Chapter 12: Estimation
12.1 An Overview of Estimation
12.2 Estimation with the t Statistic

12.3 A Final Look at Estimation


 Chapter 13:  Introduction to Analysis of Variance
13.1 Introduction

13.2 The Logic of Analysis of Variance

13.3 ANOVA Notation and Formulas

13.4 The Distribution of F-Ratios

13.5 Examples of Hypothesis Testing and Effect Size with ANOVA

13.6 Post Hoc Tests

Chapter 14: Skip 
Chapter 15: Correlation and Regression
15.1 Introduction

15.2 The Pearson Correlation

15.3 Using and Interpreting the Pearson Correlation

15.4 Hypothesis Tests with the Pearson Correlation

15.5 The Point Biserial Correlation and Measuring Effect Size with r2
15.6 The Spearman Correlation

15.7 Introduction to Regression

Chapter 16: The Chi-Square Statistic: Tests for Goodness of Fit and Independence
16.1 Parametric and Nonparametric Statistical Tests

16.2 The Chi-Square Test for Goodness of Fit

16.3 The Chi-Square Test for Independence

16.4 Measuring Effect Size for the Chi-Square Test for Independence

16.5 Assumptions and Restrictions for Chi-Square Tests



Exam 1    Chapters 1 – 4





Exam 2    Chapters 5 – 8   





Exam 3    Chapters 9 – 12    





Comprehensive Final Exam








